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Abstract 

The main purpose of this study was to provide a method for accurately identifying the position of cucumber 
fruit in digital images of the greenhouse cucumber plant. After balancing the brightness histogram of the desired 
image, it multiplies the image with a window containing the image of a cucumber fruit, which causes larger 
coefficients to be obtained in areas with suspected cucumber. By extracting these local maximums, clusters of 
initial points are obtained as possible windows of cucumber existence. Then, in order to accurately detect the 
location of the cucumbers, these points and areas around them are referred to a neural network that has been 
trained using a number of images including cucumber images, non-cucumber images and their optimal 
responses. The proposed method was implemented in the Simulink toolbox of MATLAB software. The proposed 
method was then simulated using this network structure and tested on 120 images obtained from a greenhouse by 
a digital camera. The areas obtained from this network led to the accurate detection of the location of the 
cucumbers in the image. The proposed method was then simulated and tested on 120 images. The proposed 
method had a low error and was able to detect high levels of cucumber fruit in the images. This detection took an 
average of 5.12 seconds for each image. The accuracy of the network in correctly identifying the position of the 
cucumber fruit in the images was 95.3%. This method had low error and was able to detect a high rate at a good 
time of cucumber fruits in discover images. 

 
Keywords: Artificial Neural Network, Detection, Greenhouse cucumber, Image processing  

Introduction 

Greenhouse cucumber is one of the 
important high yields horticultural crops which 
are widely cultivated in Iran. Due to the rapid 
growth of cucumber and its difficult and time-
consuming harvest, it is necessary to 
mechanize the greenhouse cucumber 
harvesting operations. One way to improve the 
quality and health of the production is to use 
automated machines without the involvement 
of human agents (Li, Lee, & Hsu, 2011). In the 
past, most farming operations were done 
manually using manpower. With recent 
advances in various technologies, and 

consequently in agricultural engineering, and 
in particular agricultural machinery, the role of 
manpower in agricultural activities has 
diminished (Zhao, Gong, Huang, & Liu, 
2016). The robot consists of three main parts, 
including mechanics, electronics, and 
software. The core of the robot's software is 
the visual machine, which gives the robot an 
understanding of the world around it and 
enables the robot to perform its tasks correctly. 
For example, in a cucumber harvesting robot, 
the visual machine has the task of using image 
processing and machine learning techniques to 
determine the location of the cucumber fruit so 
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that the robot can detect the fruit and remove it 
from the stem (Li, Miao, Yang, & Wang, 
2019). So the purpose of image processing of 
greenhouse cucumber bushes by the neural 
network is to provide a convenient and 
efficient way, without the need for 
sophisticated and specific hardware in 
greenhouse images processing in order to 
detect cucumber fruit in these images and to 
separate it from the plant. The results of this 
detection should be applicable to the 
mechatronic portion of the greenhouse 
cucumber harvesting robot.  

Yuan et al. (2008) proposed a visual 
machine algorithm for detecting cucumber 
fruit based on near-infrared spectral imagery. 
They first eliminated the problem of 
fragmentation of similar colors in complex 
environments by shooting near-infrared 
monochromatic spectra at 85 nm. Then, to 
distinguish the fruit, they used image 
fragmentation using threshold processing. 
Then, by adaptive pattern extraction software, 
they divided the images into other sub-
branches, and finally eliminated possible 
noises, including parts of the stem and leaf. 
This method was tested on 40 images 
including 30 images containing cucumber and 
10 images without cucumber taken from a 
greenhouse environment and the results 
showed that the detection accuracy was 83.3% 
and 100%, respectively. Yuan, Li, Feng, & 
Zhang (2010) developed an algorithm for 
detecting cucumber fruit in a greenhouse 
environment. They first used a binocular 
stereo imaging system to capture near-infrared 
monochrome images to eliminate the problem 
of color segmentation in complex 
environments, and then they proposed an 
algorithm to identify the cucumber fruit to 
distribute gray matter histograms, threshold 
processing and noise removal using 
morphological analysis and finally feature 
extraction using pattern recognition. The 
results of the experiment on 120 greenhouse 
cucumber images showed that the proposed 
algorithm can detect fruit at a rate of 86%. Li, 
Zhao, Zhao, Gao, & Xu (2017) prepared a 
technique based on texture analysis and color 

analysis for detecting cucumber in greenhouse. 
In this research RGB image was converted to 
gray-scale image and HSI image to perform 
algorithm, respectively. MSER and HOG were 
applied to texture analysis in gray-scale image. 
The support vector machine is the classifier 
used for the identification task. The accuracy 
of this method was 83.2%. Yuan et al. (2008) 
developed an optical machine algorithm for 
the detection of cucumber fruit based on near-
infrared spectral imaging. They first 
eliminated the problem of splitting similar 
colors in complex environments by single-
infrared imaging at 85 nm then, using 
threshold processing, image segmentation to 
detect fruit and split the images into 
subcategories by extraction software and 
eventually eliminated potential noise including 
parts of the stem and leaves. The method was 
tested on 40 images containing 30 images of 
cucumber and 10 images of no cucumber 
capture in a greenhouse environment and the 
results showed that the accuracy of detection 
was 83.3% and 100%, respectively. Hayashi, 
Ganno, Ishii, & Tanaka (2002) have designed 
and fabricated an eggplant harvesting robot 
using an optical machine algorithm to detect 
eggplant fruit. The basis of their visual 
machine algorithm was the color 
characteristics and morphological 
characteristics of the eggplant fruit. So that in 
the images taken from the product using 
eggplant color characteristics removed it from 
the field and since some parts of the leaf and 
stem of the plant could be mistaken for the 
fruit as the morphological characteristics of 
eggplant fruit with the help of fuzzy feedback 
control model. Their system was able to 
harvest the eggplant correctly at a 62.5% rate. 
Liu et al. (2019) developed Resnet-101 for 
cucumber fruits detection in greenhouses 
based on instance segmentation. This method 
is selected as the backbone of Mask RCNN 
with feature pyramid network (FPN).The test 
results are compared with that of original 
Mask RCNN. The score of improved Mask 
RCNN in test results reaches 89.47%, which is 
higher than the other methods. The average 
elapsed time of improved Mask RCNN is 
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0.3461 s, which is only lower than the original 
Mask RCNN. 

The main objective of this study is to 
present a method for real-time detection of 
cucumber fruit location in greenhouse images. 
The main difference in the fruit recognition 
mechanism in images with the same color 
spectrum is the complexity in distinguishing 
fruit from leaf and stem. This was also the case 
with images of cucumber fruit. Therefore, in 
this study, an innovative method was used to 
separate the color characteristics of cucumber 
fruit from background. 

 
Materials and Methods  

Proposed method 

This research was conducted in the research 
greenhouse of Islamic Azad University, 
Takestan Branch in 2021. This research seeks 
to provide an efficient way of detecting 
cucumber fruit in greenhouse images which 
can be used to design greenhouse cucumber 
harvesting robots. Therefore, this method 
should be far from complex so that it can be 
practically implemented and also does not 
require sophisticated hardware. Processing 
time was also important in this study and 
should be as short as possible for the 
greenhouse cucumber harvesting robot to have 
a good efficiency (Ma, 2018). Another 
challenge with cucumber fruit detection is that 
the greenhouse cucumber has a similar color to 
its leaves and stems, thus color and 
background color differences cannot be used 
to detect it. So another feature should be used 
to reduce the complexity of the issue (Lin, 
Tang, Zou, Xiong, & Fang, 2019; Bao, 2016). 
Finally, a method for greenhouse cucumber 
detection using window correlation coefficient 
including an arbitrary cucumber on image and 
neural network classifier was presented. The 
proposed method consists of two parts. The 
first part includes finding windows that are 
more likely to have cucumbers, which will 
explain how to find them. Each window is 
identified by its center. The output of the first 

part is a number of points that are considered 
to contain cucumber. These places are called 
inaccurate centers, because these windows do 
not contain cucumbers and their location is 
slightly different from the actual cucumbers in 
the image. Here comes the second part, which 
is the inaccurate space search algorithm. In 
this algorithm, space exploration requires a 
cucumber to accurately detect windows to test 
the presence and absence of cucumbers. It is a 
neural network trained with windows with and 
without cucumber. These parts are presented 
in more detail in the following.   

 
Inaccurate determination of cucumber location 

The purpose of this section is to identify 
inaccurate windows which may contain 
cucumbers. A large image contains thousands 
of windows. If the window is identified by its 
center which is a dot or a pixel, we can 
approximate the number of pixels of the 
window image by approximating the margins. 
The problem is a large number of windows. 
With a large number of operations that occur 
on each window, it is not possible to process 
all the windows at the desired time. On the 
other hand, cucumber fruit color information 
cannot be used. The main idea is to apply 
correlation coefficients. The correlation 
coefficient of a window containing an arbitrary 
cucumber with the cucumber in the image 
produces a larger value than other parts of the 
image such as the background. The correlation 
is equal to moving the window over the image 
and multiplying it internally. In order to 
determine the incorrect centers, the histogram 
balancing process is performed on the input 
image first. This is done to create the highest 
possible contrast. The result is then multiplied 
by a window of arbitrary cucumber image that 
produces larger coefficients in areas with 
suspected cucumber presence. By extracting 
these local maximums, clusters of initial points 
are obtained as inaccurate centers of potential 
cucumber windows. Figure 1 shows the 
general outline of this method.  
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Fig. 1. Total structure for determining the inaccurate center of the windows containing cucumber 

 

In practice, to increase the accuracy of this 
method and to reduce the dependence on the 
lighting conditions, two identical cucumber 
images with two different contrasts were used 
to determine the incorrect centers, each 
individually multiplied by the desired image 
and the sum of the points obtained.  

 
Precise detection of cucumber location 

According to the test the incorrect centers 
in the previous section, which are centered on 
rectangular windows, either do not contain 
cucumbers in general or that the center of the 
windows on the cucumber center does not 
match the image. In this situation, if necessary, 
an algorithm is needed to investigate the space 
around these inaccurate centers to find the best 
answer for the presence of cucumbers. The 
following algorithm provides such a 
possibility.  

A. Inaccurate centers are first marked to 
refer to the network. 

B. Until a test center is not found: 
1. Return the marked centers to the neural 

network. 
2. If the neural network returns a value 

greater than the threshold for each center, the 
lateral pixels are marked. Finally, only those 
necessary areas have been investigated, and 
the algorithm provides a great saving in 
detecting cucumbers. 

 
Extracting features 

Referencing the window to the neural 
network is not done directly. Rather, there is a 

class for extracting window features, and these 
are the properties vectors that go to the neural 
network for the presence or absence of 
cucumber. These extracted properties make the 
cucumbers detection resistant to changing 
ambient light. The feature extraction class 
used the Gabor filter (Gabor wavelet 
transform). Gabor wavelet transform is used 
like other wavelet transforms due to its unique 
properties in the areas of image processing and 
visual machine (Fernandes, 2015). These 
wavelets provide the background for 
understanding the frequency of images and 
analyzing them in the field of location and 
their greatest advantage is the slow changes in 
the frequency domain. Gabor's 2D functions 
enhance the edges as well as bumps of the 
image. If the input image is with light intensity 
values of gray surfaces, the image wavelet 
transform is calculated according to Eq. (1) 
from the convolution of one member of the 
wavelet family with the input image 
(Mohamadzamani, Sajadian, & Javidan, 2020; 
Vakilian & Massah, 2016). 
ψμ, υ (z)      * Oμ, υ (z) = I (z)                        (1) 

Where * denotes the convolution operator, 
O is the result of the conversion, ψ is the 
wavelet used to convert with μ and 
magnification υ. The Gabor wavelet equation 
is, in fact, a simple plane wave with a specific 
frequency and direction trapped under a 
Gaussian function. This equation can be 
defined in different shapes and forms 
depending on the coordinate system, whether 
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polar or Cartesian, and the form Eq. (2) is the 
most common form of representation in 
various articles (Mohamadzamani et al., 2020; 
Vakilian & Massah, 2016). 
    ( )
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In Eq. (2), K denotes the wave length and 
direction and is calculated from Eq. (3): 

     
 

 
    

   

  
 kμ, υ = kυe

iϕμ  
                  (3) 

As it is known from Eq. (3), μ is multiplied 
by π/8 and has a phase number k, so it will 
have an integer value of zero to seven and ϕ is 
known as the phase offset of the function. 
Larger quantities produce a wave with 
duplicate directions. U can also have a value 
between zero and four and in total forty 
wavelets can be obtained with different 
directions and sizes (3 and 2). For the better 
analytical understanding of this wavelet, one 
of the 128 × 128 dimensions and the 

parameters δ = 2π, kma = π, f = f =√ , μ = 4, υ 
= 7 is shown in Figure 2 (Mohamadzamani et 
al., 2020; Vakilian & Massah, 2016). 

According to Figure 2, the Gabor wavelet is 
a plate wave with reduced amplitude. Figure 3 
shows all the 45 wavelets used in this study, 
which five of these wavelets repeated twice. 
After introducing the Gabor filter here, the 
feature is extracted from the image of 
cucumber. Figure 3 shows the general 
structure of the feature extraction steps of a 
cucumber image. The image window that is to 

be decided on its cucumber is first of all 
balanced by the histogram of the gray surfaces. 
In the next step, the Fourier transform is 
multiplied by the Fourier transform of the 
Gabor wavelets (time-domain convolution). 
Then the inverse Fourier transform of the 45 
images obtained is aligned side by side, 
making the matrix properties of the desired 
window. Here, if the rectangular entry window 
is 60×20, then the properties matrix will be 
obtained from the Eq. (3) and (4). 
(60×20) × 45 = 54000                                (4) 

Obviously, this number of features (54000) 
is too high for processing in any classifier and 
will slow down the detection process. Feature 
reduction algorithms such as Principal 
Component Analysis (PCA) can be applied. 
However, applying this algorithm in a space of 
its own magnitude is time-consuming. 
Therefore, considering the processing time, in 
this study, the dimension matrix 
dimensionality was reduced by averaging 
equal blocks and averaging its 3 × 3 blocks. 
This reduced the attribute matrix to 6000 (60 × 
100) layers. In the next step, the matrix is 
vectored, and then its densities are normalized 
to the largest dot in absolute magnitude so that 
all the dots are in the range [-1, +1]. This was 
done because the maximum and minimum 
values of the output of the Gabor filter are not 
specified and in neural network design the 
constraints between the two values are needed. 
At this stage, the vector properties of the 
image window are ready to be referred to the 
artificial neural network. 

 

 

 
B                                                          A 

Fig. 2. Gabor wavelet representation as: A) two-dimensional B) three-dimensional 
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Fig. 3. Feature extraction stages by Gabor filter for a cucumber image 

 

Artificial neural network structure 

Classifying the properties of the vector into 
two classes of cucumber and non-cucumber 
can be done in a number of methods. One of 
these methods is the artificial neural network 
which has been developed in recent years.  

Many factors should be considered for 
selecting and designing the artificial neural 
network structure. Three prominent examples 
of these factors are computational volume, 
response time, and generalizability. 
Generalizability means that the network has 
been trained with a limited number of training 
data, including cucumber and non-cucumber 
vectors, and it is expected that the network 
will respond favorably to vectors that have not 
been previously observed. To improve 
network response, network structure, training 
data and extracted features play an important 
role. Neural networks are subdivided into 

different types from topological and structural 
to learning approaches, and each performs 
well in specific applications. Because no 
specific method has been devised so far to 
select the best network to solve a particular 
problem, this is done experimentally based on 
experimentation of different networks as well 
as different network structure and finally the 
best response. 

To select the neural network suitable for the 
proposed method, four networks including 
perceptron, feedback propagation, cascade 
forward propagation and Elman network were 
simulated.  In order to determine the best 
network for the proposed method, these 
networks were simulated, trained and tested. 
All four networks were attempted to simulate 
as closely as possible the same conditions. 
They all have two layers. The perceptron, the 
feedback propagation and the back-
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propagation cascade network have 500 
neurons in the first layer and 1 neuron in the 
output layer and the Elman network has 25 
neurons in the first layer and 1 neuron in the 
output layer. The training algorithm for each 
of the four networks is SCG and the mean 
squared error with regularization rate is 
determined      and was trained for up to 200 
epochs. All four networks were trained using 
24 images of cucumber, 27 non-cucumber 
images and their optimal response. After 
training, the four networks were tested with 14 
images in identical conditions and their 
performance was compared. 

Perceptron multilayer neural network with 
error propagation learning method is one of 
the most commonly used networks, which in 
this study, after investigating and testing 
several networks, was considered as the best 
possible neural network for the proposed 
method to detect cucumber fruit in greenhouse 
images. The neural network used is a three-
layer perceptron neural network with 320 
neurons in the first layer and 160 neurons in 
the second layer and one neuron in the output 
layer. The transfer function of each neuron is a 
tan-sigmoid whose output varies between -1 
and +1 as shown in Figure 4. 

 

 
Fig. 4. Tan-sigmoid function 

 

Figure 5 shows the structure of the 
perceptron network used in this study. It is 
notable that so far no general rule of thumb 
about the number of layers and neurons in 
multilayer neural networks has been 
recommended and different results can be 
obtained by changing the structure of the 
network. In this research, many networks were 
simulated and tested in terms of combination 
of number of layers and number of neurons of 
each layer, among which three combinations 
were presented that had the best results. These 
three combinations are: 

1- Two layer network with 500 neurons in 
the first layer and 1 neuron in the output layer. 

2- Three layer network with 320 neurons in 
the first layer, 160 neurons in the second layer 
and 1 neuron in the third layer. 

3- Four-layer network with 300 neurons in 
the first layer, 100 neurons in the second layer, 
20 neurons in the third layer and 1 neuron in 
the last layer. 

The neural network identifies each 
cucumber with a point that corresponds to the 

geometric center of the cucumber fruit. This 
point is the center of the rectangle drawn 
around the cucumber fruit, and the drawing of 
this rectangle around the coordinates revealed 
by the neural network in the processed images 
is merely to show the result of the processing. 
Therefore, the output vector of the neural 
network(Y) includes the coordinates of the 
geometric center of the rectangles that the 
neural network has identified as the fruit of the 
cucumber. 

 
Neural network training 

The neural network is trained to minimize 
the function of the network. Neural networks 
are divided into supervised and unsupervised 
education groups. There are several training 
algorithms for training neural networks in 
which 5 training methods have been 
investigated in this study to select one of them 
for training the network used in the proposed 
method. These five algorithms are Gradient 
Descent with Adaptive learning rate (GDA), 
Gradient Descent back-propagation with 
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momentum (GDX), Scaled Conjugate 
Gradient (SCG), Conjugate Gradient Fletcher 
(CGF) and Conjugate Gradient Polak (CGP) 

algorithm. The five training algorithms were 
applied to train an identical perceptron 
network. 

 

 
Fig. 5. Perceptron network used in this research (Xi: feature vector, Y: vector containing fruit) 

 

Finally, the network is weighted by the 
Scaled Conjugate Gradient (SCG) algorithm. 
The training of the network was that the 
images of cucumbers with the quality of 
20×60×60 as well as the dimensions of the 
windows were sent individually to the feature 
extraction unit and then converted to 6000 
elements after extraction of the feature. Then a 
large matrix with each column a feature vector 
of one of the training images was used to train 
the network with the optimal response of each 
column equal to 0.9 for cucumber vectors and 
-0.9 for non-cucumber vectors. Images of 
cucumber are easily accessible and produced. 
The main problem is the selection (not the 
preparation) of non-cucumber images. It is 
obvious that these images can be customized, 
but the network efficiency depends on the 
selected images. For this purpose, the windows 
diagnosed as inaccurate in the network test 
process can be added to the non-educational 
image set and the training process can be 

repeated. In this study, 21 cucumbers and 45 
non-cucumber images were used in the 
training phase. Also, for each image of 
cucumber, its mirror image as well as at angles 
of 5, 10 and 15 degrees in the positive and 
negative direction and images with one pixel 
shift in all four directions were included in the 
training set to reduce the sensitivity of the 
network. For non-cucumber images, their 
mirrors and their 180-degree conversion were 
included in the training data. The proposed 
method was simulated by MATLAB software 
and run on a computer with an Intel Core i3 
processor with 2 GB of memory. After 
simulation of the proposed method, the three-
layer perceptron neural network was trained. 

 
Results and Discussion 

The three-layer perceptron network is well 
trained and has a minimal performance 
function. The results of the training of the four 
networks are presented in table 1. 

 

Table 1- The results of the training of the four networks  
Performance Time Epoch Network 

0.000999 2' 38" 61 perceptron 

0.000939 3' 22" 79 feedback propagation  

0.000981 5' 37" 132 cascade forward propagation 

0.0021 7' 58" 200 Elman  
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The perceptron, the feedback propagation 

and the cascade forward propagation networks 
have reached the set performance of 10

-3
, but 

the perceptron network has done so with less 
epochs and a shorter period of time. However 
since only achieving performance rates is not 
the determinant of the best network, these four 

networks need to be tested to determine which 
network works best. Therefore, in order to 
select the best network, these four networks 
have been tested using the proposed method 
for cucumber fruit detection in 14 identical 
images, which are presented in table 2. 

 
Table 2- The results of four selected networks test on 14 identical images containing 20 cucumber 

fruits 
Incorrect detection error Undetected cucumbers error Average time (s) Network 

1 2 12.5 Perceptron 

5 3 15.46 Feedback propagation  

11 6 15.84 Cascade forward propagation 

22 3 16.11 Elman  

 
In Table 2, the undetected cucumber errors 

are cucumbers not detected by the network and 
incorrect detection errors are the points 
incorrectly identified as cucumbers. As can be 
seen from the results, the perceptron network 
performs better than other networks and has 
less processing time. Therefore, the perceptron 
network is more suitable than the other 
networks and it is considered as the base 
network for the proposed method. 

The network trained by the SCG algorithm 
has reached the minimum performance 
function (msereg) with less epoch than the 
other algorithms. This demonstrates the 
appropriate ability of the SCG algorithm to 

train the perceptron network to detect 
cucumber fruit in greenhouse images. After 
selecting the perceptron network as the most 
appropriate neural network and the SCG 
algorithm as the best training algorithm 
possible for this particular problem, one can 
now optimize the neural network structure in 
terms of number of layers and number of 
neurons per layer.  

These three networks were trained after 
simulation by SCG algorithm with 21 
cucumber images and 45 non-cucumber 
images and up to 100 epochs to reach10

-4
 as 

msereg and then tested on 14 similar images to 
choose the best combination of them. 

 

Table 3- Training results of the three proposed Perceptron network 
Performance function rate Time Epoch Perceptron network 

0.000443 3' 56" 100 Two layers 

0.000804 1' 38" 37 Three layers 

0.000230 2' 38" 100 Four layers 

 
As shown in Table 3, the proposed three-

layer perceptron network performs better than 
the other two networks and has achieved a set 
performance function value over a fewer 

epoch and shorter time. These three networks 
were tested on 14 identical images after the 
simulation (Table 4). 

 

Table 4- The results of three proposed perceptron networks on 14 images including 20 cucumber 
fruits 

Incorrect detection error Number of undetected cucumbers  Average time(s) Perceptron network 

1 2 12.5 Two layers 

0 0 4.57 Three layers 

3 2 14.64 Four layers 
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The best results were obtained with a three-

layer network with 320 neurons in the first 
layer, 160 neurons in the second layer, and 1 
neuron in the output layer, which showed 
superiority both in processing time and in 
accuracy of detection. This detection took an 
average of 4.57 seconds for each. The shorter 
processing time is important to increase the 
efficiency of the cucumber harvesting robot. 

After simulating the proposed method and 
training the three-layer perceptron neural 

network for the detection of cucumber fruit in 
the images, the proposed method was tested on 
120 images obtained from a greenhouse. These 
images were taken daily without special 
lighting systems and under different lighting 
conditions using a Samsung S1050 camera that 
has the optical properties suitable to use in 
greenhouse cucumber harvesting robots. The 
relevant results are presented in Table 5. 

 

Table 5- Results of the simulated method test 

Average processing 
time(s) 

Incorrect 
detection error 

Number of undetected 
cucumbers  

Number of cucumbers 
on images 

Number of 
images 

5.12 8 12 255 120 

 
Incorrect detection error includes locations 

of the image that were mistaken for cucumber, 
which was equal to 3.13% (8 cucumbers) in 
these images. Obviously, these errors are due 
to the inability of the neural network to 
correctly classify which can be corrected for 
network configuration or training process. The 
undetected error was 4.7% (12 cucumbers) and 
included locations on the image where the 
cucumber was present, but was not detected as 
a cucumber. In other words, the accuracy of 
the network in correctly identifying the 
position of the cucumber fruit in the images 
was 95.3%. This result is consistent with the 
research of Yuan et al. (2008) which 
corresponds to 40 images including 30 images 

containing cucumber and 10 images without 
cucumber taken from a greenhouse 
environment and reached 83.3% and 100% 
detection accuracy, respectively. This error 
can be attributed to the neural network or may 
not be located in the wrong spots from the 
beginning. The results showed that most errors 
were related to inaccurate point's estimation. 
In other words, some of the cucumbers in the 
images were not identified as the center of a 
probable cucumber in the original estimates, in 
which case the presence or absence of 
cucumbers was not investigated. Figures 6 and 
7 show the three sample images tested by the 
proposed method, along with the detection 
results and processing times of each network.  

 
         

                                           C                                                 B                                                        A 
Fig. 6. Three sampled images for processing by proposed method 

(A: 250*188 pixels, B: 175*131 pixels and C: 210*124 pixels) 
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                     A                                                 B                                                       C 

Fig. 7. Results of three processed images by proposed method 

(Processing time for image A: 13.16 s, image B: 3.65 s and image C: 4.49 s) 

 

Conclusion 

In this study, a method was proposed to 
determine the location of cucumber fruit on 
greenhouse images for use in greenhouse 
cucumber harvesting robots. Greenhouse-
grown cucumber detection imposes several 
challenges due to the similar coloration of the 
fruits and the leaves, stems and flowers; a 
large number of occlusions, which creates high 
variability in the apparent shape of the 
cucumbers; and the random positions and 
orientations in which fruits can be found. The 
proposed method was then simulated and 
tested on 120 images. The proposed method 
had a low error and was able to detect high 
levels of cucumber fruit in the images. This 

detection took an average of 5.12 seconds for 
each image. Therefore, considering the results 
of testing this method and also considering the 
need of the proposed method for specific 
hardware and the ease of application of this 
method, it can be concluded that the proposed 
method can be an efficient method for 
detecting greenhouse cucumbers on 
greenhouse pictures. However, preliminary 
experimental results demonstrate the 
satisfactory performance of the proposed 
algorithm and highlight its potential 
benefits.The results of this study were used to 
detect fruit in a greenhouse cucumber 
harvesting robot developed by the authors. 
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 چکیده

ای پیشنهاد شده است. برای این منظوور پوا ا     میوه خیار بر روی تصاویر گلخانه در این مطالعه، یک رویکرد شبکه عصبی برای تعیین محل دقیق
شود در مناطق مشکوک به  کند که باعث می ای حاوی تصویر میوه خیار ضرب می متعادل کردن هیستوگرام روشنایی تصویر مورد نظر، تصویر را با پنجره

آید.  دست می های احتمالی وجود خیار به عنوان پنجره هایی ا  نقاط اولیه به ثرهای محلی، خوشهدست آید. با استخراج این حداک تری به خیار ضرایب بزرگ
ها به یک شبکه عصبی که با استفاده ا  تعدادی تصویر شوامل تصواویر    سپا برای تشخیص دقیق محل قرارگیری خیارها، این نقاط و نواحی اطراف آن

آمده ا  این شبکه منجر به تشخیص دقیوق محول    دست شود. مناطق به آمو ش داده شده است، ارجاع داده می ها خیار، تصاویر غیر خیار و پاسخ بهینه آن
سا ی شد. سپا روش پیشنهادی با استفاده ا  این سواختار شوبکه    افزار متلب پیاده نرم Simulink خیارها در تصویر شد. روش پیشنهادی در جعبه ابزار

آمده ا  یک گلخانه توسط دوربین دیجیتال آ مایش شد. این روش خطای پوایینی داشوت و توانسوت نور       دست تصویر به 003سا ی شد و بر روی  شبیه
 .شده تشخیص دهد های خیار در تصاویر کشف بالایی را در  مان مناسب میوه
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