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Abstract

In some countries, people commonly consume hazelnuts in their shells to extend shelf life or due to
technological limitations. Therefore, open-shell hazelnuts are more marketable. At the semi-industrial scale,
open-shell and closed-shell hazelnuts are currently separated from each other through visual inspection. This
study aims to develop a new algorithm to separate open-shell hazelnuts from cracked or closed-shell hazelnuts.
In the first approach, dimension reduction techniques such as Sequential Forward Feature Selection (SFFS) and
Principal Component Analysis (PCA) were used to select or extract a combination of color, texture, and
grayscale features for the model’s input. In the second approach, individual features were used directly as inputs.
In this study, three famous machine learning models, including Support Vector Machine (SVM), K-nearest
neighbors (KNN), and Multi-Layer Perceptron (MLP) were employed. The results indicated that the SFFS
method had a greater effect on improving the performance of the models than the PCA method. However, there
was no significant difference between the performance of the models developed with combined features
(98.00%) and that of the models using individual features (98.67%). The overall results of this study indicated
that the MLP model, with one hidden layer, a dropout of 0.3, and 10 neurons using Histogram of Oriented
Gradients (HOG) features as input, is a good choice for classifying hazelnuts into two classes of open-shell and
closed-shell.
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Introduction

Hazelnut is one of the garden products with
the highest nutritional value for humans. It is
utilized as snack, in baking and desserts, and
in  breakfast cereals like muesli. In
confectionery, it is used for making pralines
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and are combined with chocolate for truffles,
alongside other popular treats like chocolate
bars and hazelnut cocoa spreads like Nutella. It
is also used in the cosmetics industry
(FAOSTAT, 2021).

Hazelnuts are available in the market both
in-shell and shelled. Although in many
industrialized countries, hazelnuts are sold in
the form of kernels, in many countries,
including the Third World countries, a large
amount of hazelnut is marketed in the form of
open-shell. Shelled hazelnuts account for 5 to
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10% of the global hazelnut market
(FAOSTAT, 2021). During the cracking
process undertaken to  increase  the
marketability of hazelnuts, three different
classes are produced after cracking: open-
shell, cracked, and closed-shell. Among these,
only the open-shell hazelnuts can be sold in
the market. As a result, separating the cracked
and closed-shell hazelnuts and making them
open-shell is necessary. Since the cracks are
very small, manual separation of closed-shell
from open-shell hazelnuts is a tedious and
time-consuming task. In commercial scale
production, having a fast, non-destructive
method and reliable classification is crucial.

Commercial hazelnut processing generally
includes drying, sizing, cracking, and
separating impurities (Menesatti et al., 2008;
Wang, Jung, McGorrin, & Zhao, 2018). By
reviewing previous studies, few studies have
been found in the field of hazelnut
classification. In a study, sound signal was
used to classify hazelnuts into two classes of
underdeveloped and fully developed hazelnuts.
The sound signals were obtained by dropping
hazelnuts from a certain height onto a steel
plate (Kalkan & Yardimci, 2006). In another
study, a morphological method based on
elliptic Fourier approximation to closed
contours in a two-dimensional plane was
applied to the RGB images to classify four
local hazelnut cultivars in Italy. The
coefficients of harmonic equations were
obtained by PLS-DA. Menesatti et al. (2008)
evaluated the potential use and efficacy of
shape-based  techniques in  order to
discriminate four traditional Italian hazelnut
cultivars. The higher percentage of correct
classification accuracy was reported between
77.5%- 98.8%. Seventeen hazelnut cultivars
were  classified using a  developed
convolutional neural network. This network
had the highest accuracy (98.63%) as
compared to other pre-trained models (Taner,
Oztekin, & Duran, 2021).

A significant number of studies have
presented the use of machine learning (ML)
techniques for classification or qualitative

evaluation of nuts and fruits. ML methods
have been widely used for classification of
various agricultural products, such as grading
hazelnut kernels (Giraudo et al., 2018),
detection of hazelnut cultivars (Taner et al.,
2021), grading almond kernels (Vidyarthi |,
Singh, Xiao, & Tiwari, 2021), orange (Komal
& Sonia, 2019), cucumber (Pourdarbani &
Sabzi, 2022), apple (Lashgari, Imanmehr, &
Tavakoli, 2020), classification of weed seeds
(Luo et al., 2023), and detection of abnormal
lettuce leaves (Yang et al., 2023). In a latest
study on hazelnut classification based on shell
crack detection, a deep convolutional neural
network (DCNN) algorithm was employed
(Shojaeian et al., 2023). Although the results
of their study were satisfactory, they did not
assess the features individually, without
providing any insights regarding the
importance of the specific features.

To the best of our knowledge, there is
currently no intelligent system available for
the classification of hazelnuts based on the
presence of shell cracks. Therefore, this
research aims to classify the hazelnuts based
on cracks in their shells, utilizing color and
texture features extracted from RGB images,
employing models such as MLP, SVM, and
KNN.

Materials and Methods

Fig. 1a illustrates the schematic diagram of
steps involved in modeling machine learning
methods. In the first approach, images of the
hazelnut samples were captured, and
subsequently some preprocessing operations
were performed. After extracting the color,
grayscale, and texture features, their
dimensions were reduced using Principal
Component Analysis (PCA) technique, and
Sequential Forward Feature Selection (SFFS)
was employed for feature selection. As shown
in Fig. 1b in the second approach, four
investigated features were used individually as
inputs to three classifiers. In this approach, the
same optimized hyperparameters obtained in
the first approach were utilized.
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Image acquisition/
image preprocessing =

Feature Extraction

Classification

Fig. 1. Flowchart of hazelnut classification using machine learning algorithms. Two approaches were used: a)
incorporating feature selection algorithms (first approach) and b) individual features used as input to three classifiers
(second approach)

Sample preparation

Hazelnut samples were purchased during
the summer of 2022 from Rahim Abad,
located in Rudsar city, Gilan province, Iran.
Five hundred samples were randomly selected
for each class. The classes were as follows: 1)
open-shell and 2) closed-shell hazelnuts
(without cracks or with tiny cracks). Among
these samples, 48% were open-shell, 32%
were closed-shell, and 20% had tiny cracks.

To prepare images under consistent
conditions and eliminate ambient effects, an
imaging box was used. A camera (Samsung J5
smartphone) with a resolution of 2448 x 2448
pixels was positioned at the top of the box.
Additionally, a 6-watt circular LED panel
provided uniform illumination on the sample.
The inner side walls of the box were covered
with white cardboard, while blue cardboard
was used as the background to increase the

contrast between the hazelnuts and the
background. Examples of captured hazelnut
images from two different classes are shown in
Fig. 2.

Feature Extraction

Crack Size

Five steps were carried out to identify
cracks on the shell surface (Fig. 3). These
steps include removing the background and
converting the image to grayscale,
implementing thresholding to create a mask,
applying the mask to the original image using
the concatenate function (cat (a, c)), and
finally, applying a threshold to the R
component of the RGB and the S component
of the HSV to reveal the cracks in the
hazelnuts (Fig. 3 f). An area threshold was
then applied to separate open and cracked shell
samples.
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The (a) exterior and (b) interior views of the imaging box. (c) The images in the first row and the second row
show the open-shell (class 1) and closed-shell (class 2) hazelnuts, respectively
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Fig. 3. Image processing for crack detection. a) Original RGB image, b) gray-scale image, ¢) binary image, d)
concatenation of the original image and the corresponding masks, e) crack detection through a linear combination of the

R component of the RGB color space and the S component of the HSV color space, and f) thresholding on image “e”
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Color and Texture Features

The mean, standard deviation, skewness,
and elongation of the color components were
calculated using the image shown in Fig. 3 d.
Table 1 shows these features, with R, G, and B
representing the red, green, and blue
components of the RGB image, respectively.
Additionally, p, n, and i are the normalized
color histogram, intensity, and number of color
component levels, respectively.

To extract textural features, Fig. 3d was
converted to a gray-scale image and the Gray-
Level Co-Occurrence Matrix (GLCM) was
derived from each image. Furthermore, all
textural features were extracted from the gray-

scale image (Pourreza, Pourreza, Abbaspour-
Fard, & Sadrnia, 2012). The gray features
include the histograms of gray images and the
aforementioned matrices as well as those
mentioned in Table 1. The Gray-Level Co-
Occurrence Matrix (GLCM) is a statistical
method for analyzing the texture of an image.
It considers the spatial relationship between
pixels with specific intensity values. The
GLCM functions characterize the texture by
calculating how often pairs of pixels with
certain values occur in a specified spatial
relationship within the image.

Table 1- The features extracted from RGB, GLCM, and gray matrices

Features

Equation

Color Features

Mean R
Mean G
Mean B

Standard deviation R

Standard deviation G

Standard deviation B
Skewness R
Skewness G
Skewness B
Kurtosis R
Kurtosis G

Mg = X ipr(D)

He = Xiipe (D)

Hp = X ipg(i)
Ogp = \/Zi(i — HR)*Pr(D)
Og = \/Zi(i — Hg)?pg (1)
Og = \/Zi(i — 1g)?pp (D)

i = up)®)/(n = Dag?

i = pe)®)/(n = Dag?

i —up)®/(n - Dap®
mY,(— UR)4/21(i - URZ)Z) -3
(mY,(i— HG)4/ZI(i - Haz)z) -3

Extracted features from GLCM matrix

Mean
Standard deviation
Smoothness
Third moment
Uniformity
Entropy
Uniformity
Homogeneity
Inertia
Cluster shade
Cluster prominence
Maximum probability
Correlation

n=;ip(i)
o=Xii—wp@)
1-1/(1 + 0?)

YA —wip(
Yip(i)?
—2ip@,Nlog (p(i,)))
i N)?

Yip@N/A+ G =)

i@ = D))
i +j—20)%p(,))
i@ +j =20, ))

Max (p(i, j))

Y= WG —wa?p(,))

Extracted features from gray matrices

Mean
Standard deviation
Third moment
Smoothness
Uniformity
Entropy
Crack area

u=%;ip(i)

o =% - W
Y0 —-wip@)
1-1/(1 + o?)
Xip()?

-2 pji)log (p()
Yipl| (pi=1)
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In addition to the above features, the
Histogram of Oriented Gradients (HOG)
feature was also used as input of the proposed
models to classify the hazelnuts according to
their cracks. For this purpose, image sizes of
128x128 pixels were examined.
HOG was calculated using 8x8 cell sizes and
spread across 9 bins, resulting in an 8100-
dimensional feature vector for each image.

Feature Selection

Feature selection is an important step in the
process of building classifiers. It is a process
that chooses a subset of features from the
original set of features so that the features
space is optimally reduced according to a
certain criterion (Tan, Hoon, Yong, Kong, &
Lin, 2005). Using the first approach in this
study, a large number of features were initially
extracted from the samples to identify the
optimal features. The performance of the
classifiers was then evaluated based on each
category of input features. On the other hand,
the extracted features may contain noise and
irrelevant information, so the number of
features should be reduced by employing
feature conditioning methods (Garcia-Allende,
Mirapeix, Conde, Cobo, & Lopez-Higuera,

Images

Extracted Features Selected Features

2009). For this purpose, the PCA and SFFS
algorithms were applied separately on the
features to reduce the number of features
based on their approach. In this research, six
features were selected by SFFS for MLP, and
eleven features were selected for SVM and
KNN. In the PCA method, the six components
that could explain 98% of variances were
selected as inputs for the models.

Machine Learning Models

To achieve a simple structure, with the least
complexity and the best performance without
underfitting and overfitting, several MLP
architectures were evaluated by changing the
number of layers (one and two layers) and the
number of neurons (3-12 neurons) in each
hidden layer. As Fig. 4 shows, in the proposed
network, six selected features by the SFFS
method were considered as input of the
network. The sigmoid active function was
considered in the hidden layer neurons and the
linear activation function was considered in
the output layer neurons of the network. The
Levenberg—Marquardt algorithm was used to
train the network and the MSE criterion was
also used to stop the training (Heaton, 2008).

Hidden Layer
10

Output Layer

= Output (Classes)

VAN

PR

AN
N

O

MLP Classifier

Fig. 4. The architecture of MLP model with one hidden layer containing 10 neurons
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For each experiment, the initial
learning rate was set as 0.001 and the number
of iterations was 300. In data segmentation,
70%, 15%, and 15% of the data were used for
training, validation, and testing of the network,
respectively.

The KNN rule is one of the well-known
supervised learning models in classification
tasks. This rule simply retains all training sets
during learning and assigns a class to each
query represented by the majority label of its
k-nearest neighbors in the training dataset
(Gou, Du, Zhang, & Xiong, 2012). The main

problem is that the behavior of
this model is affected by many parameters,
including distance criteria, weights of
neighborhoods (Table 2), and the number of
neighbors (K) (Geler, Kurbalija, Radovanovic,
& Ivanovié, 2016). Therefore, the effect of
these factors was evaluated in this study. In
these models as well as SVM, 80% of the
dataset was considered for training and 20% of
the dataset for testing. Note that the values of
the neighborhood size k in the experiments
vary from 3 to 11 by Step 2.

Table 2- Different weights of KNN model

Model Weight (Sigma and C are constant)
KNN e

WKNN1 1/D

WKNN2 1/D?

WKNN3 1/(D*+0)

WKNN4 exp (D?/Sigma)

The SVM was another model investigated
in this study. This model is a binary classifier
which gives better performance in the
classification tasks. SVM classifies two classes
by constructing a hyperplane in high-
dimensional feature space. A decision
hyperplane is constructed in this higher
dimension such that the distance between
hyperplane and the support vectors of both
classes is maximized (Way, Sahiner, Hadjiiski,
& Chan, 2010). We evaluated the SVM model
using the suggested RBF for the classification
models (Manekar & Waghmare, 2014). There
are two parameters in the RBF Kernel type of
SVM: C (Cost) and g (gamma). The accuracy
of the SVM for RBF type depends on these
two parameters (Gopi, Jyothi, Narayana, &
Sandeep, 2023).

Evaluation Metrics

The performance of the classifiers was
evaluated considering the results obtained
from the confusion matrix, along with key
statistical metrics: accuracy (Eq. 1), sensitivity
(Eq. 2), specificity (Eqg. 3), precision (Eq. 4),
and F1-Score (Eqg. 5). MATLAB R2019a was

used to extract the features and implement the
models.

Accuracy = 41 1)
Sensitivity (Recall) = ——— )
Specificity = T;-II-VFP 3
Precision= TPTfFP 4)
R~ I

where N is the total number of samples. TP
is the number of true positives, FP is the
number of false positives, and FN is the
number of false negatives. The F1-score can
have values between 0 and 1, with 1 being the
best score.

Results and Discussion

Effect of dimension reduction methods on the
model’s performance

In this study, PCA and SFFS methods were
used to assess the effect of dimension
reduction methods. The results in Table 3
illustrates the confusion matrix obtained from
the MLP results related to the proposed
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method and PCA. These results indicated that
the feature vectors obtained by SFFS
outperform PCA. In the SFFS method, the F1-
score for open-shell and closed-shell was
98.67 and 98.67%, respectively. While in the
PCA method, this index was 78.67 and
80.00%, respectively. In a study to recognize
facial expressions using RGB images, the
feature selection method of SFFS and the ML
(Machine Learning) approach suggested that

the selected subset of features not only
enhances the classification performance, but
also reduces computational complexity,
making the system more practical for real-time
applications  (Li, Lu, & Liu, 2014).
Furthermore, the SFFS method demonstrated
superior performance in detecting stems and
calyxes (SC) in apple stems using support
vector classifiers (Unay, Gosselin, & Debeir,
2006).

Table 3- Confusion matrix of MLP model using SFFS and PCA method

Predicted
Class Open-Shell Cracked or Closed-shell
SFFS
Open-Shell 74 1
Actual Cracked or Closed-shell 1 74
PCA
Open-Shell 59 16
Cracked or Closed-shell 15 60
In examining the performance of SVM and method  suggests that using linear
KNN classifiers with the feature subsets transformation to map features on the
selected from SFFS, these models showed the orthogonal directions can complicate the

classification accuracies of 96.67% and 98%,
respectively. On the other hand, like the MLP
classifier, in the SVM and KNN classifiers,
using the features mapped by PCA, the
accuracy of these models was less than 79%
(Table 4). The low accuracy of the PCA

feature space and may not always be beneficial
(Jolliffe, 2002). In the SFFS algorithm, the
feedback of the desired classifier is considered
to select the feature during feature selection
(Lu, Wang, Wu, & Xie, 2016).

Table 4- Effect of dimension reduction methods on the performance of MLP, SVM, and WKNN2 models in the
classification of hazelnut (WKNN?2 results was obtained with k=7, criteria distance of Cityblock)

Test data
Method Model Precision (%0) Recall (%) F1-Score (%) Accuracy (%)

MLP 79.03 79.03 79.03 79.03

PCA SVM 50.00 100 66.67 50.00
WKNN2 62.94 71.33 66.83 64.67

MLP 98.67 98.67 98.67 98.67

SFFS SVM 96.05 97.33 96.69 96.67
WKNN2 96.15 100 98.04 98.00

Number of Neurons of the MLP Structure

In the MLP classifier, the number of
neurons in the hidden layer has the highest
impact on the performance of the network.
Therefore, finding its optimal value is

important (Heaton, 2008). In examining the
effect of the number of neurons, the artificial
neural network (ANN) model with 10 neurons
in the hidden layer had the highest accuracy
(98.67%). In this selected network, the lowest
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mean squared error (MSE = 0.08379) for
validation data was obtained in the epoch of 17
(Fig. 5). Similar results have been published in
studies that investigated the effect of the
number of neurons in the hidden layer on the
performance of artificial neural networks
(Colak, 2021; Liu, Starzyk, & Zhu, 2007). As

100 -
99 -
98 -
97 -
96 -
95 -
94 -
93 -
92 -
91 -
90 — T

Accuracy (%)

the results of table 5 show, using a dropout of
0.3 Dbetween input and hidden layers
significantly improved the network accuracy.
The decrease in accuracy with a dropout rate
of 0.5 can be attributed to removing too many
neurons during the training process.

3 4 5 6 7 8

9 10 11 12 13 14 15 16 17 18

Number of Neurons

Fig. 5. Accuracy of MLP with different neurons in hidden layer

Table 5- Effect of dropout and the number of hidden layers on the accuracy of ANN model with HOG feature

Model Nulmber of Dropout Accuracy (%)
ayers

1 - 0.955

1 0.3 0.986

1 0.5 0.930
ANN 2 i 0.940

2 0.3 0.958

2 0.5 0.942

KNN Classifier

The performance of various KNN classifier
configurations was evaluated by considering
different distance metrics (D), different
neighborhood weighting schemes (w), and
varying numbers of neighbors (k). The best
average accuracy of the test data for each
classifier was obtained with k=7 (Fig. 6) and
the Cityblock distance metric (Table 6). In
general, the weighted KNN models
outperformed the unweighted model for
different values of k. Although the accuracy of
most weighted KNN configurations was above

95%, the classification accuracy of WKNN2
(98.00%) was the highest among the weighted
KNNs. Therefore, the WKNNZ2 classifier was
selected for further analysis. In the similar
study to compare the performance of KNN and
WKNN, the results of their comparison
showed that the WKNN had higher
performance than KNN (Tarakci & Ozkan,
2021). Evaluating the performance of KNN
and WKNN in the classification of the UCI
database revealed that the highest and lowest
classification accuracy was related to WKNN
and KNN, respectively (Gou et al., 2012).
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Table 6- Effect of distance criteria and weight of distance on the performance of the KNN model

Distance criteria (with SFFS method and k=7)

Model Chebychev  Cityblock  Correlation Cosine Euclidean  Mincowski
KNN 89.67 95.31 94.33 93.67 92.42 89.33
WKNN1 93.33 97.33 96.33 97.33 95.23 92.67
WKNN2 93.33 98.00 96.43 97.40 95.67 94.20
WHKNN3 90.07 96.33 94.33 93.67 93.14 89.67
WKNN4 90.15 97.33 94.33 93.67 95.33 90.33
100 -
99 4
98 A
97 K=3
g e K5
& 961 _
S *K—?
8 o5 - —— K=9
< = K=11
94 A
93 4
92 T T T
\ & & >
& \4@% $§ 4&\§ &

Weighted KNN models

Fig. 6. Effect of number of neighborhood and weight of distance on the accuracy of the KNN model with the distance
criteria of Cityblock and reduction method of SFFS

Effect of different individual features on the
classifiers’ accuracy

Fig. 7 shows the accuracy of MLP, SVM,
and KNN classifiers based on different
individual features. The results shown in this
chart indicate that the color features (mean R,
mean G, and mean B) and grayscale features
performed well in the classification of
hazelnuts. Conversely, the GLCM features
yielded poor results. The high performance of
the Color feature can be attributed to the
presence of cracks on the Hazelnut surfaces.
The larger the cracks, the greater the effect on
the average value of the color indices. It
should be mentioned that for all three feature
types, the MLP model outperformed the SVM

and KNN models. However, by comparing the
results, although the MLP model achieved the
highest accuracy (98.67%) using the HOG
feature, it shows little difference with color
and gray features, and it can be said that these
three methods exhibited similar performance.
Additionally, in the overall comparison
between the classifiers, the KNN classifier
exhibited lower performance than the other
classifiers. In a similar study to compare ANN,
Fuzzy, EDT, and KNN models with the aim of
developing a cherry fruit packing system, the
ANN model with HOG feature showed the
higher accuracy of 95%  (Momeny,
Jahanbakhshi, Jafarnezhad, & Zhang, 2020).
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Fig. 7. Classification accuracy of MLP, SVM, and KNN using different features

The results of model evaluation are shown
in Table 7. According to the F1-score measure,
among the three features (HOG, Color, and
Gray), the HOG is the best feature for the
MLP model, while color features are
recommended for the SVM and KNN models.
Although all three models demonstrated
satisfactory accuracy, the MLP showed better
predictive capabilities for hazelnut
classification based on surface cracks.

In the similar study that aimed to classify
strawberry fruit into two classes of ripe and
unripe, six classifiers including MLP, SVM,
KNN, DT, NBC, and LR were investigated
using bioimpedance data and surface color
features. The classification results highlighted
that, among all the tested models, MLP
networks had the best performances (Ibba et
al., 2021). Four methods of SVM, KNN, and
LDA (Linear Discriminant Analysis) were
investigated to distinguish healthy and
defective apples from each other. For this
purpose, HOG and GLCM features were
extracted. The SVM classifier was able to
achieve 98.9% accuracy using these features.
Additionally, applying PCA to these features

did not affect the accuracy of the SVM and
KNN classifiers (Singh & Singh, 2019). In a
study, different classifiers including MLP and
SVM were used to detect cracks in the walls
using features extracted from the grayscale
images. The MLP classifier exhibited the best
performance in detecting cracked walls
(Hallee, Napolitano, Reinhart, & Glisic, 2021).

Compared to previously studies, there have
been hardly any studies in the literature
performing classification of nuts using
machine learning models to compare our
results. However, we found some similar
research in literature on smart sorting of
pistachio nuts and almonds based on acoustic
signals and deep learning approaches. Omid
(2011) proposed an expert system based on
acoustic emission signal and fuzzy logic
classifier for sorting open and closed-shell
pistachio nuts and the overall accuracy of the
sorting system was 95.56 % for test datasets.
In the other study, the performance of feature
learning from frequency spectrum was tested
for sorting pistachio nuts. The accuracy of the
MLP classifier with features extracted from
wavelet domain data was 96.1% (Hosseinpour-
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Zarnaq, Omid, Taheri-Garavand, Nasiri, &
Mahmoudi, 2022). The results of our proposed
ANN model are similar to those reported in
these studies. It is worth noting that in the
similar study, authors detected hazelnut based
on their crack using deep convolutional neural
network (DCNN) algorithm (Shojaeian et al.,

2023). While their approach demonstrated
superior detection accuracy compared to ours,
our study has transparently disclosed the
specific features utilized, which was not the
case in their work. Additionally, their model is
highly  elaborate and  computationally
intensive.

Table 7- Classification performance of MLP, SVM, and KNN models at different features

MLP
Feature Color Gray GLCM HOG Crack
Sensitivity ~ 0.997 0.977 0.899 0.998 0.957
Specificity ~ 0.944 0.984 0.775 0.976 0.763
precision 0.952 0.988 0.816 0.971 0.779
F1-Score 0.975 0.982 0.855 0.986 0.859
SVM
Sensitivity ~ 0.987 0.947 0.640 0.833 0.933
Specificity ~ 0.953 0.980 0.613 0.940 0.807
precision 0.955 0.979 0.623 0.933 0.828
F1-Score 0.970 0.963 0.631 0.880 0.878
KNN
Sensitivity ~ 0.987 0.960 0.900 0.813 0.893
Specificity  0.913 0.973 0.727 0.867 0.333
precision 0.919 0.983 0.767 0.859 0.573
F1-Score 0.952 0.920 0.828 0.836 0.698

Conclusion

In countries where hazelnuts are sold in
shell form, creating open-shell hazelnuts can
increase the value of the product and the
proportion of satisfied customers. The results
of this study revealed that the well-known
machine learning methods such as MLP,
SVM, and KNN have great potential for the
classification of hazelnuts. Although many
features showed strong correlations with the
hazelnut cracks, a greater number of them,
especially HOG, exhibited higher accuracy.
Meanwhile, the MLP model using the HOG
feature achieved the highest accuracy, while
GLCM features yielded low accuracy. The
higher accuracy of the models using HOG
features can be attributed to the fact that HOG
can detect the object’s edge and provide the
outline of a shape, which can be effective
features for representing different types of
cracks. Additionally, SFFS as a feature
selection method showed better results than
PCA. The overall results of this study clearly

indicate that it is feasible to monitor and
classify hazelnuts based on shell cracks. While
the developed machine learning models
demonstrated a good ability in classifying
nuts, the main drawback of this study is the
lack of information about situations where the
crack is on the side of the hazelnut, which
should be considered in future studies. It is
suggested to employ two cameras to capture
images of the falling hazelnuts.
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